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Abstract
The Green’s function method is recognized to be a very powerful tool for modelling quantum transport in nanoscale electronic 
devices. As atomistic calculations are generally expensive, numerical methods and related algorithms have been developed 
accordingly to optimize their computation cost. In particular, recursive techniques have been efficiently applied within the 
Green’s function calculation approach. Recently, with the discovery of Moiré materials, several attractive superlattices have 
been explored using these recursive Green’s function techniques. However, numerical difficulty issues were reported as most 
of these superlattices have relatively large supercells, and consequently a huge number of atoms to be considered. In this arti-
cle, improvements to solve these issues are proposed in order to keep optimizing the recursive Green’s function calculations. 
These improvements make the electronic structure calculations feasible and efficient in modelling large superlattice-based 
devices. As an illustrative example, twisted bilayer graphene superlattices are computed and presented to demonstrate the 
efficiency of the method.

Keywords  Atomistic modelling · Green’s function method · Superlattice · Electronic device

1  Introduction

For several decades, numerical modelling based on atomis-
tic simulation has played a prominent role in designing and 
understanding the electronic properties of nanomaterials and 
their corresponding devices. Different simulation toolboxes 
have been developed particularly, based on classical (e.g. 
drift-diffusion [1]), semi-classical (Kubo-Greenwood [2, 3], 
Monte Carlo [4], deterministic solution of Boltzmann trans-
port equation [5]), and quantum transport methods (e.g. non-
equilibrium Green’s functions (NEGF) [6–8]). Among these 
methods, the NEGF approach presents important advantages 
in modelling of nanoscale devices, in order to address the 
importance of quantum confinement effects induced by the 
device’s finite size.

NEGF has been primarily developed for large bias (out-
of-equilibrium) calculations. It then has been extended to 
compute also the low-bias transport (e.g. conductance [9], 

carrier mobility [10], and so on). Very importantly, this tech-
nique can efficiently address the interplay between quantum 
confinement effects and scatterings (e.g. surface disorders, 
defects, impurities, phonons, etc.). Although atomistic sim-
ulations are generally expensive, NEGF calculations have 
benefited a lot from the progresses in numerical methods 
and algorithms [9, 11–19] and from the development of 
high-performance computing systems. The NEGF approach, 
therefore, is able to model very realistic systems and has 
important contribution to the research of nanomaterials 
and devices [20–31]. In particular, it can be used to solve 
different electronic models such as effective mass, k.p and 
atomistic tight-binding Hamiltonians [20–22, 22–37]. NEGF 
calculations have even been implemented in density-func-
tional-theory codes [38, 39] to compute ab initio quantum 
transport. Moreover, they have been also extended to solve 
the equation of atomic vibration and therefore are able to 
compute quantum thermal transport [7, 40–45].

The recursive method is one of the numerical techniques 
that can improve significantly the efficiency of NEGF codes 
[9, 11, 12, 15–19]. Its specificity consists in the ability to 
compute recursively the small-size blocks (instead of solving 
the full matrix) of Green’s functions. Therefore, recursive 
Green’s function codes can have a low computation cost, 
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especially as they can be easily parallelized [46]. Such advan-
tage is actually obtained when the long-range electronic cou-
plings are negligible, and therefore, the system Hamiltonian 
can be numerically represented by a tridiagonal-block matrix 
form, which happens in most electronic devices.

With the exploration of recent new materials (most 
remarkably, 2D layered materials) [47, 48], NEGF calcula-
tions however face some new computation issues. In par-
ticular, 2D materials offer a platform allowing the creation 
of heterostructures with a huge set of interesting and tun-
able properties. The most notable 2D (or quasi-2D) sys-
tems are van der Waals heterostructures [49, 50] and more 
recently Moiré superlattices [51–53], where 2D monolayers 
are hold together by van der Waals long-range weak forces. 
Moiré superlattices can be created by stacking monolayers 
of different materials presenting a non-negligible lattice 
mismatch and/or by relatively rotating certain layers in a 
multilayer stack (i.e. creating a twisted system). The peri-
odic length of the corresponding superlattices is tunable 
as it is a function of the rotation (i.e. twist) angle and can 
reach tens to hundreds of nanometres (e.g. see in Refs. [54, 
55]). When reaching such a large scale, electronic structure 
calculations of Moiré superlattices are extremely heavy and 
even unfeasible, although the recursive techniques reported 
in the literature are applied. In such a context, the current 
article will present some novel aspects for recursive cal-
culations, aiming to solve the above-mentioned issues. 
The article is organized as follows. First, we will review 
briefly the atomistic NEGF simulations and the recursive 
techniques reported in the literature. The derivation of the 
recursive equations is explained using simple matrix opera-
tions. We will then present new calculations to solve the 
main obstacles (particularly, to optimize the calculations 
of contact self-energies) when modelling large superlat-
tices. In the following section, novel recursive calculations 
will be proposed to solve the Green’s function of periodic 

systems, which can be considered as an alternative approach 
to model their electronic structure. Finally, we will illustrate 
and discuss the efficiency of these newly developed methods 
using twisted bilayer graphene superlattices as an illustra-
tive example.

2 � Atomistic modelling using Green’s 
function method

In practice, most electronic devices consist of a long con-
ducting channel and external (typically, source and drain) 
electrodes patterned on their two ends as schematized on 
the top panel of Fig. 1. Gate electrodes can be deposited 
on the device centre to control the electronic transport 
through the system. To simulate this two-terminal device, 
the typical atomic model shown on the bottom panel of 
Fig. 1 has been often considered in atomistic simulations. 
In particular, the devices can generally be divided into 
three parts: left lead, device centre, and right lead. The 
device centre is simply the centre part of realistic devices, 
where scatterings and controllability (e.g. by gates) take 
place and play central roles on the device performance. 
Two leads are used to model the extended (generally, large) 
parts at the two ends of the device, where, as described, 
source and drain electrodes can be patterned. In principle, 
to compute accurately the electronic properties of the leads 
and their couplings to the device, all possible scatterings 
(e.g. defects, impurities, phonons, etc.) as well as effects 
related to the contacting interface between the conduct-
ing sample and metallic electrodes have to be taken into 
account. However, because of their expensive calcula-
tions, these effects have often been neglected or computed 
using the effective electronic models of the leads (e.g. see 
Refs. [56–59]). Therefore, in atomistic simulations, both 
two leads have often been modelled using periodic and 

Fig. 1   Schematic of experi-
mental setups for measuring 
electronic transport in a sample 
(top) and corresponding atomic 
structures for atomistic simula-
tions (bottom) (Color figure 
online)
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semi-infinite materials and can be feasibly computed using 
the developed numerical methods [9, 17]. In summary, to 
fully explore the device performance, the electronic prop-
erties of the channel material, device-to-contact couplings, 
scattering effects in the device centre region as well as the 
size-dependent effects, etc., can be computed.

As early mentioned, the NEGF method has been dem-
onstrated to be a powerful tool to investigate the electronic 
transport and quantum effects in nanoscale devices. Its effi-
ciency is significantly enhanced when the recursive tech-
nique is applied. Indeed, this method is actually based on 
computing the retarded ( Gr ), advanced ( Ga ), lesser ( G< ) and 
greater ( G< ) Green’s functions. Since Ga and G≶ can be com-
puted using their relationship with the retarded one (named 
G for short, hereafter), only the recursive calculations for G 
will be discussed in this paper. Once these Green’s functions 
are obtained, the electronic quantities as local density of 
states (LDOS), local density of charges (LDOC), transmis-
sion function, and so on, can be computed as explained in 
the following sections.

The retarded Green’s function ( Gsys ) of the system at a 
given energy E is the solution of the present equation [6–8]:

”0+ ” is a positive infinitesimal energy added to ensure the 
convergence of Green’s function calculations. The Hamil-
tonian Hsys in the matrix form is written as

Here, HL , HR and HC are the Hamiltonian matrices of the 
left lead, the right lead and the device centre, respectively, 
and HL(R)C models their couplings. Using formulas (A2,A3) 
in Appendix A, the device Green’s function GC can be com-
puted by solving the equation

ΣL(R) are left (right) device-to-lead self-energies (i.e. contact 
self-energies, hereafter) induced by the device-lead cou-
plings, and G0

L(R)
 are accordingly the Green’s function of 

isolated left (right) leads. As the device centre interacts only 
with atoms near the right (left) end of the left (right) lead, 
the self-energies ΣL,R can be determined using the Green’s 
function associated with these surface atoms in the leads.

(1)[E + i0+ − Hsys]Gsys = �.

(2)

H
sys

=

⎡
⎢
⎢
⎣

H
L

H
LC

0

H
CL

H
C

H
CR

0 H
RC

H
R

⎤
⎥
⎥
⎦
, and accordingly,

G
sys

=

⎡
⎢
⎢
⎣

G
L

G
LC

G
LR

G
CL

G
C

G
CR

G
RL

G
RC

G
R

⎤
⎥
⎥
⎦
.

(3)

A
C
G

C
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C
= E + i0+ − H

C
− Σ

L
− Σ

R

and Σ
L(R) = H

CL(R)G
0

L(R)
H

L(R)C,

G
0

L(R)
= (E + i0+ − H

L(R))
−1.

In general, the system can be partitioned into small 
slices along the transport direction as illustrated in the bot-
tom panel of Fig. 1, satisfying that there is only electronic 
coupling between the first nearest-neighbouring slices. In 
such condition, the Hamiltonian matrix can be written in 
the tridiagonal-block form, leading the equation of G0

L,R
 

to be

When the leads are assumed to be periodic and the men-
tioned slices are identical to their unit cells, AL,R

kk
≡ A

L,R

11
 , 

A
L,R

k,k+1
≡ A

L,R

12
 , AL,R

k,k−1
≡ A

L,R

21
 are obtained   ∀k . In addition, as 

the electrodes are often extremely long, an assumption that 
the leads are semi-infinite (i.e. NL,R = ∞ ) has been consid-
ered as a good approximation and widely used in the litera-
ture. As explained above, only the surface Green’s functions 
(G0

L,R
)11 is needed to compute ΣL,R . Using Eq. (A2), we hence 

derive the following equation:

Actually, this surface-Green’s function can be solved by 
using iterative recursive, eigenchannel decomposition or 
mode matching methods [60–65]. Once (G0

L,R
)11 (then, self-

energies ΣL,R ) are determined, the device Green’s function 
GC can be computed by solving Eq. (3).

In the device, possible scatterings can be incorpo-
rated, in particular, by solving the self-energy ΣS for 
electron–phonon interactions, the potential energies 
U for the effects of gate voltages or charge impuri-
ties, or by adjusting the Hamiltonian for computing the 
structural defects. In general, the matrix AC in Eq. (3), 
therefore, is written as AC = E + i0+ − HC − U − Σ 
with Σ = ΣL + ΣR + ΣS in the considered two-terminal 
cases. Once all self-energies are computed and Eq. (3) 
is solved, other Green’s functions can be determined, 
i.e. G≶

C
= GCΣ

≶G
†

C
 where Σ≶ are lesser and greater self-

energies, respectively. Here, Σ< = Σ<
S
+ iΓLfL + iΓRfR and 

Σ> = Σ>
S
+ iΓL(fL − 1) + iΓR(fR − 1) , where ΓL,R = i(ΣL,R

− Σ†
L,R) and fL(R) are the left (right) Fermi distribution 

functions. Finally, the electronic quantities can be com-
puted using the following formulas:

(4)
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with A
L,R = E + i0+ − H

L,R.
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•	 Local Density of States (LDOS) and of Charges (LDOC): 

•	 Bond Current: 

•	 Total Transmission Function and Total Current: 

Using the above-mentioned formulas and due to the tridi-
agonal-block form of the Hamiltonian matrix, it is not nec-
essary to compute the full matrix of the Green’s functions 
but some specific matrix blocks are sufficient to calculate 
the electronic and transport quantities. In particular, these 
specific blocks includes Gnn , Gn,n±1 , Gn1 , G1n , GnN and GNn.

2.1 � Recursive calculations of the device Green’s 
function

To compute the above-mentioned blocks of GC , the recur-
sive calculations have been developed [9, 15, 17]. First, the 
right-connected Green’s functions gR

nn
 are introduced, i.e. gR

nn
 

is the Green’s function of the nth slice when it is decoupled 
with the slices in its left side. In particular, gR

nn
 are computed 

using the following equations:

Based on Eqs. (A2, A5), (GC)11 ≡ gR
11

 is obtained as well as 
other diagonal blocks using

Based on Eqs. (A6, A7), off-diagonal blocks are computed 
as
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Once these blocks are determined, all main quantities as 
transmission (therefore, current), local DOS (therefore, local 
charge density) and local current, etc., can be computed 
using the above-presented formulas.

Note that the computation cost to solve directly Eq. (3) 
scales with N3

C
 where NC is the size of the device Ham-

iltonian HC . Such a scaling makes calculations heavy, 
thus becoming unfeasible when modelling large devices. 
Using the recursive calculations, the computation cost 
however scales with NSM

3
S
 only where NS is the num-

ber of recursive slices and MS is their average size (i.e. 
NC = NSMS ). Calculations using the recursive techniques 
are thus optimized by a factor of N2

S
 , compared to the full 

matrix ones, and the best optimization is obtained when 
the smallest recursive slices are computed.

3 � Large superlattice‑based devices

To model large superlattice-based devices, the calcula-
tion of the device Green’s functions can be optimized 
using Eqs. (6–8) and, as discussed, using the smallest 
recursive slices (i.e. not the large unit cell of superla-
ttice). However, the partitioned slices used to derive 
Eq. (5) have to be identical to the lead’s periodic cells. 
Therefore, the calculations required to compute the con-
tact self-energies are still expensive and even become 
unfeasible when these periodic cells are large, i.e. the 
leads are also made of materials with large supercell. To 
solve this problem, two approaches allowing the use of 
recursive techniques to compute the contact self-energies 
are proposed herewith.

3.1 � Semi‑infinite lead approach

We first consider the cases when the leads can be modelled 
as a semi-infinite and periodic superlattice. Note that in 
such a case, the self-energies in Eq. (3) can be determined 
in terms of the surface Green’s function of atoms interact-
ing directly with the device only, i.e. atoms in the part “ � " 
of the first supercell illustrated in Fig. 2.

Hence, the contact self-energy calculations can be opti-
mized by recursively solving the Green’s function (GL,R)

��
11
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(instead of the large matrix (GL,R)11 ). Using the conven-
tions represented in Fig. 2, the blocks of AL,R mentioned 
in Eq. (4) are now formatted as

Then, Eq. (4) is rewritten as

Since the considered leads are assumed periodic, 
A
L,R

kk
≡ A

L,R

11
 , AL,R

k,k+1
≡ A

L,R

12
 , and AL,R

k+1,k
≡ A
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21
    ∀ k . Using 

the simplification suggested in (A10), the matrix blocks G�,∶

k,∶
 

and G∶,�

∶,k
 in Eq. (10) can be eliminated, and the following 

equation can be derived

Based on Eq. (A2), G��
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where G̃��
22

 is the solution of the equation

Note that Eq. (13) can be solved using the similar methods 
[60–65] resolving Eq. (5).

Thus, to compute G��
11

 (i.e. solving Eqs. (12, 13)), the matri-
ces ΠS , Π , Ξ and Ξ† in Eq. (11) must be determined. Actu-
ally, the matrix blocks A��
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where Ãnm = (E + i0+)�nm − H̃nm with H̃nm representing the 
Hamiltonian of the small slices in Fig. 2 and their couplings. 
Therefore, we get

where G̃ is the solution of equation A��
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−1

MM
 

a n d  g̃R
mm
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ΠS = ̃11 − ̃12̃22̃21,Π = ΠS − ̃1M̃MM̃M1,

Ξ = −̃12̃2M̃M1, Ξ† = −̃1M̃M2̃21,

Fig. 2   Schematic atomistic 
model of the right semi-infinite-
superlattice lead. The supercells 
consist of M slices and are 
divided into two parts labelled 
“ � " and “ �” (Color figure 
online)
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m = M − 1, ..., 2 . Then, G̃22 , G̃2M , G̃M2 and G̃MM in Eq. (15) 
are obtained by

Thus, after computing G̃22 , G̃2M , G̃M2 and G̃MM , the matrices 
ΠS , Π , Ξ , and Ξ† are determined using Eq. (15). Finally, 
the Green’s functions G̃��

22
 and G��

11
 are computed by solving 

Eq. (13) and then Eq. (12), respectively.
Once again the advantage of the presented approach is 

to solve the small block (GL,R)
��
11

 , instead of solving (GL,R)11 
of the whole large supercell. In general, the size of (GL,R)

��
11

 
is much smaller than that of (GL,R)11 in the case of large 
superlattices.

3.2 � Finite lead approach

The semi-infinite lead approach has been widely used in the 
literature, mostly because the leads are practically long, and 
hence, the corresponding calculations are much more expen-
sive than solving the self-consistent Eq. (5). In addition, tak-
ing into account scatterings in the device centre region and 
computing the device scaling effects have been demonstrated 
to be a good approach to clarify the transport properties and 
predict the device performance in many cases, e.g. as illus-
trated in Refs. [10, 28]. Therefore, the model when the leads 
are assumed semi-infinite and periodic has been shown to be 
a good approach [9, 15, 17] in most device simulation stud-
ies. However, we emphasize that although they can be long 
and made of a high-quality material, the leads in practice 
are finite and generally aperiodic. The latter is due to the 

(16)

̃22 = g̃R22, ̃mm = g̃Rmm + g̃Rmm̃m,m−1̃m−1,m−1̃m−1,mg̃Rmm,

̃M2 =
(

∏M−1
i=2 (−g̃Ri+1,i+1̃i+1,i)

)

̃22,

̃2M = ̃22
∏M−1

i=2 (−̃i,i+1g̃Ri+1,i+1)

presence of unavoidable defects, impurities, external fields, 
etc. Therefore, the finite-lead calculations can be helpful in 
some practical cases, for instance, as shown in Sect. 5.

In principle, in order to compute G��
11

 , it is not always 
necessary to solve the self-consistent equations Eq. (5) or 
Eq.  (13). Indeed, using a finite-leads model, the surface 
Green’s function G��

11
 can be computed directly by the recur-

sive calculations as presented in Eq. (6). Note that when the 
leads are sufficiently long (i.e. longer than the wavelength of 
charge carriers), these calculations can reach the semi-infinite 
limit as illustrated by the contact self-energies computed and 
presented in Fig. 3 for a graphene monolayer-based device. 
In the other general cases, this approach can really take the 
finite-size effects of the leads into account in the calcula-
tions of contact self-energies. All these features are illustrated 
by the transport properties computed for a single potential 
barrier in monolayer graphene and presented in Fig. 4. An 
important reason to use this approach to model large super-
lattice devices is that with the recursive techniques, it also 
allows the calculations of contact self-energies to be per-
formed for small slices as presented in Fig. 2 (instead of com-
puting the whole large supercell as in Eq. (5)).

Thus, both the semi-infinite-lead and finite-lead 
approaches can be used in order to model large superlattice-
based devices. However, each approach has its own advan-
tages, so that they can complement each other. In particular, 
with the fast convergence scheme presented in Ref. [60] and 
optimized calculations in Sect. 3.1, the semi-infinite lead 
approach could be a better method (i.e. a good approxima-
tion) for the devices with long and periodic leads. On the 
contrary, even though its convergence may be slower when 
imitating the limit of semi-infinite and periodic leads, the 
finite-lead approach can model more realistic devices, i.e. 
taking into account the effects of finite-size and aperiodic 
leads. Efficient applications of these two approaches are 
illustrated and further discussed in Sect. 5.

Fig. 3   Contact self-energies 
ΣL computed at three different 
energies (0.1 eV, 0.2 eV, and 0.3 
eV, from left-to-right, respec-
tively) in a graphene monolayer 
device: finite-lead approach 
compared to semi-infinite one 
(Color figure online)
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4 � Recursive Green’s function of periodic 
systems

Computing the electronic band structure is another impor-
tant task when modelling materials and their corresponding 
electronic devices. In principle, this is carried out by solving 
the eigenvalue equation of the Hamiltonian matrix, and sev-
eral numerical methods have been developed for this specific 
task. As it will be explained below, computing the Green’s 
function of periodic (i.e. k-dependent) Hamiltonians can be 
an alternative method and efficient in the case of large super-
lattices. This calculation is, in principle, expensive (even 
unfeasible) for large superlattices because of the large size 
of their Hamiltonian matrix. However, the use of recursive 
calculations can help to solve such a problem. Besides the 
discussed computation capability, the Green’s function cal-
culations present another advantage compared to the diago-
nalization methods. Indeed, they allow to assess easily both 
the global and local electronic quantities as shown in Sect. 2. 
Consequently, different electronic aspects can be accurately 

clarified in details [66]. However, taking into account the 
periodic boundary condition, recursive calculations pre-
sented in the previous sections are no longer valid, and they 
hence have to be rewritten for periodic systems, as presented 
below.

Modelling the electronic structure using the Green’s func-
tion approach can be briefly explained as follows. Let us 
consider the k-dependent Hamiltonian H(�) that possesses 
the following eigenvalues �p(�) and eigenwavefunctions 
��p(�)⟩ . The Green’s function of H(�) can be written as

The Green’s function clearly holds information about eigen-
values and eigenwavefunctions of the system and hence 
allows the extraction of some quantities to model its elec-
tronic properties. In particular, the k-dependent local DOS 
computed from the diagonal elements of the Green’s func-
tion (i.e. LDOS(�,E, �) = −ℑG(�,E, �, �)∕� ) allows for 

(17)G(�,E) =

N�

p=1

����p(�)⟩⟨�p(�)
���

E + i0+ − �p(�)
.

Fig. 4   Electronic transport (transmission function and corresponding 
LDOS) calculations performed for a single-potential-barrier mon-
olayer graphene device and computed with different lead lengths 

L
leads

 using either the finite-lead or the semi-infinite-lead approaches 
for comparison (Color figure online)
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modelling (both globally and locally) the electronic structure 
of the system.

In order to go further, the recursive equations for the 
Green’s function G(�,E) of the discussing periodic systems 
has to be derived. First, one specific direction is selected (simi-
lar to the transport direction in Fig. 1) to partition the system 
into recursive slides. This direction should be parallel to one 
lattice vector of the superlattice. With the corresponding par-
titioned supercell, the equation of G(�,E) can be written in 
the following form:

where A1M and AM1 blocks actually model the periodic 
boundary conditions. Here, the matrix blocks Hnm (i.e. 
Anm = (E + i0+)�nm − Hnm ) represent the Hamiltonian of the 
small recursive slices (similar to those illustrated in Fig. 2) 
and their couplings. The recursive equations for diagonal 
blocks Gmm are derived as follows. We first rewrite Eq. (18) 
as

Note that A1∶M−1,1∶M−1 is a tridiagonal-block matrix, and 
hence, Gmm ( m = 1, ...,M − 1 ) can be recursively computed 
in terms of the blocks GM,1∶M−1 , in a similar way as presented 
in the previous sections. Solving Eq. (19), we indeed obtain

where gLR
mm

= [Amm − Am,m−1g
L

m−1,m−1
Am−1,m − Am,m+1g

R

m+1,m+1
Am+1,m]

−1 
for m = 2, ...,M − 2 , whereas gLR

M−1,M−1
≡ g

L

M−1,M−1
 and 

gLR
11

≡ g
R

11
 . The Green’s functions gL

mm
 and gR

mm
 are computed 

as

and uL
mM

= −
�∏2

i=m
(−A

i,i−1g
L

i−1,i−1
)
�
A1M , u

R

mM
= −

�∏M−2

i=m
(−A

i,i+1g
R

i+1,i+1
)
�
A
M−1,M

 . 
To compute GMm (and GMM as well), the equation GA = � 
(particularly,∑M

m=1
GMmAmn = ��n,M ) is solved, and we obtain

(18)

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

A11 A12 0 ⋯ 0 A1M

A21 A22 A23 0

0 A32 ⋯ ⋯ ⋯

⋯ ⋯

0

A
M1 0 ⋯ A

MM

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

G11 G12 G13 G14 ⋯ G1M

G21 G22 G23 G24 ⋯ ⋯

G31 G32 G33 G34 ⋯ ⋯

G41 G42 G43 G44 ⋯ ⋯

⋯ ⋯ ⋯ ⋯ ⋯ ⋯

G
M1 ⋯ ⋯ ⋯ ⋯ G

MM

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= �

with A(�,E) = E + i0+ − H(�)

(19)
A1∶M−1,1∶M−1G1∶M−1,1∶M−1 = � − A1∶M−1,MGM,1∶M−1,

where A1∶M−1,M = [A1M 0 0 ⋯ 0 AM−1,M]
T .

(20)Gmm = gLR
mm

+ gLR
mm

(uL
mM

+ uR
mM

)GMm,

(21)g
L

11
= A−1

11
, g

L

mm
= [Amm − Am,m−1g

L

m−1,m−1
Am−1,m]

−1,

(22)
g
R

M−1,M−1
= A

−1
M−1,M−1

, g
R

mm

= [A
mm

− A
m,m+1g

R

m+1,m+1
A
m+1,m]

−1
,

The matrix blocks zL
Mm

 are determined in terms of gL
mm

 as

Thus, all diagonal blocks of the Green’s function (accord-
ingly, its diagonal elements and then LDOS(�,E, �) ) can 
be computed, allowing to model the electronic bands, 
bands projected on specific orbitals/atoms (i.e. projected 
bands), total DOS and local DOS of the periodic systems 
(see in Ref. [66] and as illustrated in the next section). As 
mentioned above, these calculations could be an alterna-
tive and efficient method, compared to the existing con-
ventional diagonalization techniques, for investigating large 
superlattices. Note additionally that to model the electronic 
bands only, it is not necessary to compute all diagonal ele-
ments of the Green’s function. In particular, as illustrated 
by Eq. (17), the presence of an eigenvalue �p(�) corresponds 
to a singularity in LDOS(�,E) at E ≡ �p(�) . In addition, 
this singularity is generally obtained for all recursive slices. 
Therefore, any single block Gmm computed using simple cal-
culations presented in Appendix 1 can be used to model the 
electronic bands. Actually, this method is even more con-
venient and cheaper than the above-presented calculations.

5 � Applications and discussions

Aiming to discuss the above-presented optimized calcula-
tions, twisted bilayer graphene (TBG) superlattices are now 
considered as an example to demonstrate the efficiency of 
the technique. These 2D materials are indeed typical super-
lattices, whose periodic length increases when reducing the 
twist angle � and can reach tens to hundreds of nanometres, 
corresponding to a huge number (i.e. > 104 ) of atoms in 
their supercell. Importantly, the most interesting electronic 
features in TBGs have been observed in such a large size 
regime [66–68], and hence, our optimized calculations can 
be helpful for modelling their electronic devices. In addi-
tion, we will demonstrate that the recursive Green’s func-
tion method can not only model the transport properties, but 
can also be extended to compute other electronic aspects, 
e.g. to analyse the electronic structure, to compute magnetic 
field effects, etc. In the present section, the electronic prop-
erties of TBG superlattices are computed using the first-
principles-enriched tight-binding Hamiltonian described 
in Ref. [68].

(23)

GMM = [AMM + zLM1g
L
11A1M + zLM,M−1g

L
M−1,M−1AM−1,M]−1,

and GMm = GMMzLMmg
L
mm.

(24)

z
L

M,M−1
= u

L

M,M−1
− A

M,M−1,

z
L

Mm
= u

L

Mm
− z

L

M,m+1
g
L

m+1,m+1
A
m+1,m,

where uL
Mm

= −A
M1

∏m

i=2
(−g

L

i−1,i−1
A
i−1,i).
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5.1 � Electronic properties of large superlattices

In this subsection, the calculations described in Sect.  4 
are performed to model the electronic properties of TBG 
superlattices. In Fig. 5, the k-dependent local density of 
states LDOS(�,E, �) is computed and used to extract the 
electronic band structure for TBGs with two different twist-
angles ( � ≃ 3.89◦ and 1.08◦ ). LDOS(�,E, �) at a given k-point 
marked by the blue circles is also superimposed, depicting 
the modelling technique. As explained above, LDOS(�,E, �) 
indeed presents high peaks when E equals to any eigenvalue 
�p(�) of H(�) . On this basis, the LDOS’s peaks can be used 
to create the electronic bands as presented. In particular, the 
electronic features reported in the literature as Fermi velocity 
renormalization and low-energy van Hove singularities [69, 
70] are observed at � ≃ 3.89◦ , while the flat bands are accu-
rately reproduced at the magic angle � ≃ 1.08◦ [66, 71, 72].

In these calculations, the supercell is actually partitioned 
into M = 14 and 52 slices for � ≃ 3.89◦ and 1.08◦ , respec-
tively. Note that the recursive calculation cost scales with 
M, whereas the standard diagonalization scales with M3 , i.e. 
the computation cost is thus reduced by a factor that scales 
with M2 . For instance, the reduction factors of computa-
tion time about 23 and 307 are obtained in the two previ-
ously considered cases � ≃ 3.89◦ and 1.08◦ , respectively. 
This optimization scheme is also discussed in Fig. 7 in the 
next section. With this impressive reduction in the computa-
tion cost, the present recursive Green’s functions technique 
can be used to compute much larger superlattices, as illus-
trated in Ref. [66] for very small-angle TBG superlattices 
(e.g. � ∼ 0.2◦ and accordingly Na ≃ 270 000 atoms in the 
supercell). In principle, these recursive calculations are still 
feasible for large superlattices with Na ∼ 106 (i.e. periodic 
length ∼ 102 nm) since the number of atoms in recursive 
slices can still be small, i.e. in the order of 103.

The advantages of these recursive calculations also 
include their capabilities to compute easily the local 

electronic quantities. This is indeed illustrated by local DOS 
and electronic bands projected to different stacking regions 
in the TBG superlattice at the magic angle presented in 
Fig. 6. More examples related to these types of calculations 
can also be found in Ref. [66], where several quantities have 
been computed in order to deeply clarify the local electronic 
properties of large TBG superlattices [66, 67], which are not 
observed in conventional graphene.

5.2 � Electronic transport in large superlattice 
devices

Let us now compute the electronic transport in TBG devices 
as schematized on the top-left panel of Fig. 7, using the cal-
culations described in Sect. 3.1. The considered conducting 
channel is a 2D TBG sheet with periodicity along the Oy 
axis, and the ballistic transport is computed along the Ox 
direction.

In order to evaluate the efficiency of the newly developed 
calculations, the elapsed time for computing the lead Green’s 
functions (accordingly, contact self-energies) is compared to 
the one based on the standard approach (see the results on 
top-right panel of Fig. 7). Actually, tR scales with the number 
M of recursive slices in the supercell while tF ∝ M3 , i.e. the 
optimization factor tF∕tR ∝ M2 as seen. Consequently, a very 
significant optimization can be observed, i.e. tF∕tS can reach 
the order of ≳ 102 for the small ( ≲ 1.1◦ ) twist angles (i.e. 
large TBG superlattices). Finally, the transmission function 
is accurately computed, which is confirmed by its perfect 
agreement with the ballistic channels identified by the elec-
tronic bands of the system (see bottom panels of Fig. 7).

In the next step, the resonant transport through a single-
potential-barrier in the TBG device (see Fig. 8) is com-
puted. The presence of a potential barrier (practically cre-
ated by the gate voltages [73]) can induce scatterings and 
quantum confinement inside the barrier region. The latter 
have been shown to result in Fabry–Pérot interference and 

Fig. 5   Electronic structure 
of twisted bilayer graphene 
superlattices: � ≃ 3.89◦ (left) 
and 1.08◦ (right). The elec-
tronic bands are modelled by 
local DOS computed using the 
Green’s function techniques 
presented in Sect. 4. On the 
left, the local DOS and eigen-
energies (marked by the blue 
circles) at a given momentum 
are superimposed, demonstrat-
ing the method to extract the 
electronic bands (see main text) 
(Color figure online)



	 Journal of Computational Electronics

1 3

consequently in the observation of resonant transport fea-
tures [73–75] in monolayer graphene devices. Indeed, the 
resonant transport is similarly observed in the considered 
TBG device as illustrated in Fig. 8a. To clarify the properties 

of these resonant features, LDOS along the transport direc-
tion could be helpful. In particular, the left-injected (simi-
larly, right-injected) LDOS allows for imaging the electron 
propagation through the device [37, 76] and is computed 

Fig. 6   Local densities of 
states at zero energy in twisted 
bilayer graphene superlattice 
with � ≃ 1.08◦ (top) and its 
corresponding electronic bands 
projected on different stacking 
regions (bottom), also marked 
in the top panel as AA-, AB-, 
SP-regions (Color figure online)

Fig. 7   Ballistic transport 
across a twisted ( � ≃ 3.89◦ ) 
bilayer graphene superlattice. 
The computed channel is a 2D 
lattice, and hence, the periodic 
boundary condition is applied 
along the Oy axis (top-left 
panel). On the bottom panel, the 
electronic bands and the trans-
mission function (computed for 
ky = 0.7667�∕Ly where Ly is 
the periodic length along the Oy 
direction), are presented. On the 
top-right panel, the ratio tF∕tR 
(computed at E = 0.3 eV  for 
twisted superlattices at different 
twist angles) is presented, where 
tF,R are the elapsed times for 
computing the contact self-ener-
gies by the standard and by our 
recursive techniques, respec-
tively (Color figure online)
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by LDOSL = GΓLG
†∕2� . For this calculation, the Green’s 

function blocks Gn1 must be computed, particularly, using 
Eq. (8). The left-injected LDOS in the considered TBG 
device is presented in Fig. 8b, c for two energies Evalley and 
Epeak (as marked in Fig. 8a), respectively. Obviously, the 
electron wave at E = Evalley decays strongly when crossing 
the barrier, thus explaining the off-resonant transmission. 
At E = Epeak , the decay is relatively weak, and accordingly, 
the resonant transmission is observed. The computed LDOS 
pictures also allow imaging in a very accurate way the sig-
natures of Moiré superlattice interactions (see the zoom-in 
image as an inset of Fig. 8b).

Besides the simple examples presented here, the recursive 
Green’s function method can also conveniently compute the 
spatial bond current [19, 36], which has been shown to be 
very helpful for interpreting quantum transport phenomena 
(for instance, quantum interference effects). In addition, 
note that the most important capability of the method is to 
compute the transport performance of nanoscale electronic 
devices [15], when implemented in the device simulation 
codes [77, 78] and taking the interplay between the quan-
tum confinement and scattering effects [10, 22, 26, 28] into 
account.

5.3 � Superlattices under magnetic field

Magnetic field effects inducing various fascinating quantum 
phenomena are an important aspect in nanophysics. There-
fore, developing calculations to investigate the electronic 

properties in crystals under magnetic field is very desirable. 
However, there is one important obstacle; the presence of a 
magnetic field (often modelled by a vector potential) pre-
cludes the periodicity of the Hamiltonian, and therefore, the 
electronic structure calculations are generally very expen-
sive. The periodic Landau gauge has hence been considered 
to cope such problem [79–83]. However, this approach still 
presents two issues of principle: (i) the value of computed 
magnetic fields is discrete and (ii) the size of periodic mag-
netic cells is inversely proportional to the magnitude of mag-
netic field. The latter leads to very expensive calculations for 
the small magnetic fields ( ∼ a few Tesla).

Here, an alternative technique is proposed based on the 
finite-lead approach described in Sect. 3.2 in order to solve 
the previously discussed issues. This proposal is actually 
based on an idea that the 2D lattice is essentially the infinite-
size limit of a 1D lattice. Therefore, considering the device 
channel that is infinite along the vertical direction and com-
puting the electronic spectrum of the finite-lead device when 
the leads are sufficiently long can be a good approach to 
mimic the effects of the magnetic field in a 2D system. Note 
that in these calculations, the finite-size confinement and 
edge scattering effects (due to the finite size of the system 
along the transport axis) are unavoidable. However, as the 
leads are sufficiently long (i.e. longer than the wavelength 
of charge carriers), these effects could be negligible, and the 
obtained results can really reach their 2D limit as already 
demonstrated in Sect. 3.2.

The discussions above are illustrated by the electronic 
spectra presented in Fig. 9. Here, the calculated systems are 

Fig. 8   Fabry–Pérot resonances 
in the transmission (a) through 
a potential barrier in a twisted 
( � ≃ 3.89◦ ) bilayer graphene 
device considered in Fig. 7. 
On the bottom panels, the left-
injected local DOS computed at 
two energies Evalley and Epeak (as 
marked in (a)) are represented 
in (b and c), respectively (Color 
figure online)
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infinite and periodic along the Oy axis, and the gauge field 
A⃗ = (0,Bx, 0) is chosen. Consequently, the Hamiltonian is 
still periodic along the Oy direction but aperiodic along the 
transport one (i.e. Ox axis). Indeed, the present calculations 
compute quite accurately the electronic spectra of monolayer 
and twisted bilayer graphene systems under out-of-plane 
magnetic fields B. In particular, the Landau quantization 
En = sgn(n)

√
2eℏv2

F
|n|B [84] (see the blue curves superim-

posed in the left panel of Fig. 9) in the monolayer graphene 
is accurately reproduced, and simultaneously, the Hofstadter 
butterfly spectrum [81, 85] is obtained in the TBG superlat-
tice. Note that compared to other calculations in the litera-
ture (mostly based on standard diagonalization methods [81, 
85]), this Green’s function techniques present two advan-
tages: (i) it can compute continuous values of magnetic field 
and (ii) the size of the system to be calculated is independent 
of the magnitude of the field, i.e. does not increase when 
decreasing the field.

Finally, calculations to image the electron propagation 
under a magnetic field are very desirable for clarifying 
its effects (e.g. quantum Hall, interference, etc.). In par-
ticular, the formation of quantum Hall edge states can be 
investigated by computing large ribbons and accordingly 
A⃗ = (−By, 0, 0) could be the best choice as calculations can 
benefit from the ribbon periodicity along the Ox axis. Since 
the leads are periodic, the semi-infinite-lead approach can 
be used and is faster than finite-lead calculations, i.e. the 
contact self-energies are faster converged, as discussed in 
Sect. 3. Quantum Hall edge states in a TBG ribbon are com-
puted and presented in Fig. 10. Indeed, the formation of 
edge states, similar to those observed in monolayer graphene 
ribbons [37], is clearly demonstrated, and the signature of 

Moiré superlattice interactions is also visualized. These 
results suggest that the presented calculations could also 
be extremely helpful to explore the interplay between the 
effects of magnetic field and superlattice interactions.

6 � Conclusion

Although demonstrated to be very powerful for atomis-
tic modelling of nanoscale devices, the recursive Green’s 
function method reported in the literature was facing diffi-
cult issues when computing large superlattices, mainly due 
to the heavy or even unfeasible calculation of the contact 
self-energies. In this article, recursive equations solving 
the lead Green’s functions (then, contact self-energies) 
are developed, based on either the semi-infinite or finite 
lead models. The derivation of these equations is actually 
obtained due to the fact that the device-to-lead couplings 
take place only at the lead’s surface, i.e. between the 
device and its surface slice only. The developed techniques 
are shown to keep optimizing significantly the Green’s 
function calculations when modelling large superlattice 
devices. In particular, the optimization factor is propor-
tional to the square number of recursive slices and can 
reach the order of > 102 for small-angle twisted bilayer 
graphene. In addition, the recursive Green’s functions 
for periodic systems are also developed. These calcula-
tions allow computing both the global and local electronic 
quantities and hence can deeply elucidate different aspects 

Fig. 9   Electronic spectra in monolayer graphene (left) and twisted 
( � ≃ 3.89◦ ) bilayer graphene superlattice (right) under magnetic field. 
In the left panel, the well-known Landau spectrum of monolayer gra-
phene E

n
= sgn(n)

√
2eℏv2

F
|n|B [84] (blue curves) is superimposed to 

demonstrate the accuracy of the technique (Color figure online)

Fig. 10   Quantum Hall edge states predicted in a twisted ( � ≃ 3.89◦ ) 
bilayer graphene nanoribbon ( ∼ 60 nm wide). Calculations are per-
formed at B = 10T  and E = 60 meV. Total and left-injected LDOS 
are presented on top and bottom, respectively (Color figure online)
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of the electronic structure of the system. Typical exam-
ples presented in the article demonstrate the usefulness 
of the method in modelling both the electronic properties 
of large superlattices and the transport properties of their 
electronic devices.

Appendix A: Inverse of 2 × 2 and 3 × 3 block 
matrices

The inverse of a 2 × 2 block matrix A is obtained by solving 
the equation

The equations for matrix blocks G11 and G22 are hence 
derived as

In addition, the following relationships are obtained

Similarly, solving the inverse equation of a 3 × 3 block matrix

and by eliminating blocks G∶,n and Gn,∶ ( n = 1, 2, 3 ), we can 
derive the following equations:
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Note that in most text books and papers of the NEGF 
method, the recursive calculations have been derived using 
the Dyson’s equations [9, 15]. However, we show here that 
the derivation of these calculations can also be presented in a 
simpler way, i.e. based on the matrix algebras above and the 
tridiagonal-block form of the Hamiltonian matrix. Indeed, 
the right-connected Green’s function gR

nn
 in Sect. 2.1 is actu-

ally the solution of the equation An∶N,n∶Ng
R
n∶N,n∶N

= � , and 
hence Eq. (6) are obtained using Eq. (A2). By the definition, 
we obviously have G11 ≡ gR

11
 . Then, Eqs. (7, 8) are obtained 

using Eqs. (A5, A6, A7).

Appendix B: Periodic systems: computing 
a single Green’s function block

To compute a single block Gmm of the Green’s function in 
Eq. (18), two following calculations could be used. Actu-
ally, these calculations are established to eliminate all other 
blocks of the Green’s function, i.e. the equation of Gmm is 
finally derived.

In particular, to derive the equation for G1∶M−1,1∶M−1 , the 
blocks GM,1∶M and G1∶M,M are eliminated using Eq. (A2)
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≡ Apq . Applying sequentially this calculation 
M − m times, we derive the equation for the Green’s func-
tion blocks G1∶m,1∶m.

Similarly, the equation for G2∶M,2∶M is derived using Eq. 
(A3)
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Applying sequentially this calculation m − 1 times, we 
finally derive the equation for the Green’s function blocks 
Gm∶M,m∶M.

Thus, performing sequentially the calculations (B1) 
M − m times and then the calculations (B2) m − 1 times, 
the equation for a single bock Gmm is obtained.
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